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Abstract. Long runout debris flows are significant geomorphological processes 

which are crucial in the process of landscape evolution. The flow rheology is very 

critical in the case of debris flows and most numerical models uses single rheol-

ogy to understand all debris flows. The existing calibration methods for rheolog-

ical parameters consider total volume of flow, which is highly challenging when 

the resolution of topographical data is coarse. In this study, a new numerical 

model is proposed (Debris Flow Simulation 2D, DFS 2D), which can simulate 

both debris flows and earth flows, using three rheologies, considering the effect 

of bed entrainment. DFS 2D provides the output for velocity, height and entrain-

ment at each time step, for each cell. The applicability of the model is tested for 

a debris flow event happened in China, using Voellmy Salm rheology. The rhe-

ological parameters for the event were calibrated using two new approaches pro-

posed in this study. The values of the rheological parameters of the model, dry-

Coulomb and turbulent friction, for the event were calibrated, as 0.1 and 1000 

m/s2, respectively. The results indicate that DFS 2D can be satisfactorily used to 

understand the volume changes and area affected by debris flows. 
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1 Introduction 

Debris flows are defined as moving mass of loose particles with high water content, 

with particle size ranging from clays to rocks, under the influence of gravity. Since this 

is a mass movement under the influence of gravity, it is considered as a type of land-

slide. The landslide classification by Varnes [1] uses the word debris to represent ma-

terial consists of high percentage of coarse particles. Extremely heavy rainfall or snow-

melt usually triggers such flows. During precipitation, the flow occurs in two different 

modes, either triggered by a failure, or due to erosion. The topography of the region 

decides the flow path, and the flow affects vegetation cover, structures and other mate-

rials during propagation. Such flows are principal mode of soil transport in mountain-

ous areas [2]. When the flow happens in human occupied slopes, it has a much higher 

effect than any other landslide types due to the high velocity. Occurrence of debris 

flows are very common in Indian hilly terrains including the Himalayas [3–5] and the 

Western Ghats [6, 7], and hence a rising concern for the authorities. 

Identifying the possible runout path of debris flows can help in adopting suitable 

mitigation measures and other risk reduction strategies. The initial attempts in this re-

gard were the empirical and statistical correlations between the dimensions of land-

slides, but these cannot provide clarity on the flow dynamics. Numerical models were 

later adopted to simulate the flows dynamically, with respect to both space and time. 
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The flow behaviour of most debris flows are non-Newtonian, and the frequently 

adopted rheologies for modeling are: Coulomb model [8], Bingham model [9] and 

Voellmy – Salm model [10]. All these models are widely used for back analysis of 

debris flows, and the choice of model primarily depends upon the material involved in 

flow, and the terrain conditions. The simplest among these is the Bingham model, due 

to the assumption of laminar flow with constant values of viscosity and yield strength 

[11]. This model is suitable for flows with higher fine content. Coulomb-viscous model 

considers the effect of friction and cohesion unlike the constant yield strength assump-

tion of Bingham model [12]. Voellmy – Salm rheology and its variations are being used 

to study the effect of both Coulomb friction and turbulence in the flow [7]. This study 

presents a new numerical model Debris Flow Simulation 2D (DFS 2D) [13], which 

allows the user to perform the simulation using three different rheologies, to study the 

flow characteristics. By using three rheologies, the tool allows to simulate different 

types of debris flows, both in laminar and turbulent conditions. The model also consid-

ers the effect of entrainment from the channel bed, which is a key factor determining 

the final flow volume and its impact on elements along the path. The entrained particles 

can make abrupt variations in the flow behavior and hence it is a vital aspect to be 

considered in the numerical modelling [14]. 

DFS 2D considers the velocity of the flow to be constant along the flow depth, fol-

lowing the shallow water conditions [2]. This makes the analysis simpler, with provid-

ing the variation of flow parameters with respect to time, across the considered domain. 

The governing equations used for analysis are the mass and momentum conservation 

equations. 

2 Methodology 

DFS 2D assumes the flow to be single phase, with homogeneous material, based on 

Savage-Hutter theory [15]. The flow is modelled as a 2-dimensional continuum, using 

depth integrated shallow water equations.  Such an analysis simplifies the three dimen-

sional problem and provides satisfactory details on flow dynamics. The DEM is the 

primary input which defines the grid space, and the unit dimension in defined by the 

resolution of the DEM. The model uses  2 dimensional cartesian coordinates x and y in 

an Euclidian space to define the governing equations [2], given by the following equa-

tions: 
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where 𝐻 is the thickness of the flow, and 𝑈𝑥 and 𝑈𝑦 are the components of velocity in 

𝑥 and 𝑦 directions respectively. The coefficients 𝑐𝑥 and 𝑐𝑦 are the cosine values of the 

angles between horizontal plane and channel bed in the 𝑥 (𝛼𝑥) and 𝑦 (𝛼𝑦) directions, 

respectively. The parameter 𝑄 is used to incorporates the effect of entrainment and is 

called the mass source term. Each term in Eq. (2) denotes the accelerations considered. 
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The term  𝑔 represents acceleration due to gravity. The convective acceleration is rep-

resented in the LHS of Eq 2, which is the time rate of change due to the change in 

position in space. The RHS considers the time or local acceleration; the first term de-

notes the acceleration due to gravity, and the second term specifies pressure accelera-

tion within the flow. 𝑆𝑥 = 𝑡𝑎𝑛𝛼𝑥 and 𝑆𝑦 = 𝑡𝑎𝑛𝛼𝑦 are the gradients of slope angles. 

The term 𝑆𝑓  is the gradient of flow resistance, which is determined by the flow rheol-

ogy. The parameter 𝑘 is the coefficient of earth pressure (active or passive), and it de-

pends upon the angle of internal friction (𝜑) of the soil.  

The coefficients derived from the velocity values, |𝑈𝑥| and |𝑈𝑦| are given by: 

 

|𝑈𝑥| =
−𝑈𝑥

√𝑈𝑥
2 + 𝑈𝑦

2

 

(3) 
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2 + 𝑈𝑦
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where the function of negative sign is to assure that direction of 𝑆𝑓 and velocity act 

in opposite directions. 

The effect of rheology is represented by the term 𝑆𝑓 in Eq.(2). In DFS 2D, the sim-

plified expression of shear stress was used to derive the value of 𝑆𝑓  [16] in Bingham 

model as : 

𝑆𝑓 =
1

𝜎
(

3

2
𝜏𝐶 +

3𝜇

𝐻
|𝑈|) 

(4) 

where 𝜎 is the normal stress acting on channel bed, 𝜏𝑐 is the constant yield strength, 𝜇 

is the viscosity parameter, and  |𝑈| = √𝑈𝑥
2 + 𝑈𝑦

2. For the Coulomb – viscous rheol-

ogy, the resistance value was followed as: 

𝑆𝑓 = 𝑡𝑎𝑛𝜑′ +
1

𝜎
(

3

2
𝜏𝐶 +

3𝜇

𝐻
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(5) 

For Voellmy-Salm rheology, 𝑆𝑓is calculated as follows [17]:  

𝑆𝑓 = 𝜇𝑓𝑔𝐻 +
𝑔|𝑈|2

𝜉
 

(6) 

where 𝜉 is the coefficient of viscous turbulent friction, and 𝜇𝑓 is the dry-Coulomb fric-

tion. 

The model is developed in python and an interface was developed using tkinter (Fig. 

1). The outputs can be saved in multiple file formats in a destination specified by the 

user. 
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Fig. 1. Interface of DFS 2D. a) rheology AND ascii files b) parametric inputs 

The interface has two different tabs. The first tab deals with the rheology and input files 

while the second tab takes the parametric inputs. An ‘INFO’ button is added in both the 

tabs, to provide a brief description about the required inputs. The parametric inputs are 

again classified into entrainment parameters, soil parameters, and rheological parame-

ters. The soil parameters can be found from laboratory experiments, while the entrain-

ment and rheological parameters cannot be directly obtained. They are usually cali-

brated using the back analysis of historical debris flows for a particular site.  

The outputs are provided in three different formats: 

• .txt files for each time step 

• .jpg files of heatmaps for each timestep 

• .mp4 video showing the changes in each time step 

The outputs include the values of flow height, velocity and entrainment, in each cell 

in each timestep as mentioned above. While the .txt files save the values of flow height, 

velocity and entrainment for detailed analysis, the mp4 video and heatmaps aid in vis-

ualising the flow.  

The model was tested for a rainfall induced debris flow event happened in August 

2010 in China (Fig. 2). The changes in terrain before and after the event were compared 

to test the performance of the model. The event was highly turbulent with a significant 

share of granular materials, and hence Voellmy Salm rheology was selected for the 

analysis. 



 

TH-6-3   5 

Proceedings of Indian Geotechnical Conference 2021 

December 16-18, 2021, NIT Tiruchirappalli 

 
Fig. 2. Location details of study area 

The pre and post DEMs of the study area were collected from the Alos Palsar data 

[18] with a resolution of 12.5 m. For a back analysis, it is important to have the pre and 

post DEMs from the same source, and Alos Palsar DEM was the finest available source 

with both the DEMs. The change in terrain conditions after the debris flow were eval-

uated using the difference between pre and post DEMs, and this data was used for the 

calibration process. The coarse resolution of DEM is the major challenge in the model-

ing process. This was overcome by adopting two new strategies for calibration, other 

than the conventional approach of comparing the modelled flow volume to the observed 

flow volume. The proposed methods involve a section wise analysis and a cell-by-cell 

analysis. In the section wise study, multiple cross-sections are considered along the 

flow path, and the change in cross sectional area due to debris flow of the simulations 

and the observed data were compared to find the model with least error. The second 

method involve a cell-by-cell analysis, where the modelled values are compared with 

the observed values in each grid cell of the DEM. The simulation with the highest 

agreement with the observed change in terrain is selected as the calibrated one. 

3 Results and Discussion 

The back analysis explores the applicability of DFS 2D in modelling debris flows. 

The rheological parameters of the flow need to be calibrated such that the modelled 

results agree with the observed results.  The calibration of friction parameters was car-

ried out by keeping the entrainment parameters constant. For calibration, a trial-and-

error approach was adopted by varying the values of both 𝜇𝑓 and 𝜉. The values of 𝜉 

were varied from 100 m/s2 to 2000 m/s2 and those of 𝜇𝑓 were varied from 0.01 to 0.40. 

The upper limit of 𝜇𝑓 was taken as 0.40, considering the higher percentage of granular 

materials involved in the flow. The resolution of elevation values of the pre and post 

DEMs was 1 m and hence fine calibration process was not conducted.  
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For calibration, 20 different sections (Fig. 2) were considered along the runout path. 

The observed change in cross-sectional area derived from the pre and post DEMs at 

each section was compared with the modelled change. The maximum flow height sim-

ulated at each cell, for different values of 𝜇𝑓 are plotted in Fig. 3. 

 
Fig. 3. Effect of 𝜇𝑓 on the debris flow height; ξ = 1000 m/s2 

From Fig. 3, it can be understood that the flow height is amplified at positions where 

a sudden change elevation or flow direction has occurred. The maximum value of 

height in all cases were noted at the zone of deposition and the width of flow increased 

with an increase in 𝜇𝑓 value. The maximum values of flow height increased when the 

value of 𝜇𝑓 was increased from 0.01 to 0.10 and further increase in 𝜇𝑓 resulted in the 

decrease of maximum flow height. It was also found that that as the value of 𝜇𝑓 is 

increased, the number of cells with larger flow height are also increasing. Figure 4 de-

picts the areas of cross section at different sections, for different values of 𝜇𝑓.  
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Fig. 4. Scatter plot of observed and modelled areas at different cross sections; ξ = 

1000 m/s2 

It can be observed from Fig. 4 that all the trials are in comparable with the observed 

values upto section 7-7. This is obvious from Fig. 4 as well, as the preliminary cross-

sections are having similar areas in all trials. Even though the peak value of flow height 

is decreased with the rise in value of 𝜇𝑓 beyond 0.10, the larger values of widths led to 

the over estimation of cross-sectional areas. The trials with 𝜇𝑓 = 0.40 has the maximum 

area of cross section in all the trials and is largely varying from the observed values. 

The extreme difference between modelled and observed values is observed at zone of 

accumulation, where higher values of 𝜇𝑓 overestimates cross-sectional areas. At section 

17-17 in the starting of accumulation zone, no simulations are agreeing with the ob-

served values.  

From the cross-section-based comparison, it was found that the results were better 

when 𝜇𝑓 = 0.10, yet all modelled values cannot be assessed this way. To overcome this 

limitation, the predicted difference in elevation in each grid cell was compared with the 

observed variation between the pre and post DEMs. The absolute error between the 

modelled and observed differences in all cells were added up and the model with min-

imum error can was found. The sum of errors for different values of 𝜇𝑓  are mentioned 

in Table 1. It can be understood from Table 1 that the sum of errors is minimum when 

𝜇𝑓  = 0.10.  

 

Table 1. Sum of absolute errors of all cells for different values of 𝜇𝑓; ξ = 1000 

m/s2 
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Dry-Coulomb fric-

tion, 𝜇𝑓 

Sum of errors 

0.01 744.24 

0.10 690.72 

0.20 1028.60 

0.30 1724.93 

0.40 2250.35 

Once the value of dry-Coulomb friction has been calibrated, multiple trials were 

carried out by changing ξ value. The values of peak flow height increased from 10.26 

m to 11.26 m when ξ was increased from 100 m/s2 to 400 m/s2 (Fig. 5). When the value 

of ξ was increased beyond 400 m/s2, the maximum height of flow started decreasing. 

The difference was insignificant for an increase in ξ from 1000 m/s2 to 2000 m/s2. Also, 

the variation of height of flow in each pixel along the runout path was similar for all 

trials.  

 
Fig. 5. Effect of ξ on the debris flow height; 𝜇𝑓 = 0.10 

To study the effect of ξ in detail, the areas at different cross-sections were compared 

with the observed values (Fig. 6).  Similar to the case of 𝜇𝑓 , the peak variation from 

observed values were in the zone of accumulation, from section 17-17. The area pre-

dicted by the trials with ξ less than 1000 m/s2 were found to be larger than the observed 

values and those with ξ = 2000 m/s2 were smaller than the observed values, in most of 

the cross-sections. 
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Fig. 6. Scatter plot of observed and modelled areas at different cross sections; 𝜇𝑓 = 

0.10 

Apart from the cross-section-based study, a cell-by-cell analysis was also conducted 

for all the trials (Table 2) and it was observed that the results are the best when ξ = 1000 

m/s2. The variations in sum of errors were not as significant as in the case of 𝜇𝑓. This 

implies that the flow parameters can be affected more by the variations in 𝜇𝑓 . 

Table 2. Sum of absolute errors of all cells for different values of ξ; 𝜇 = 0.10 

Viscous turbulent friction,  

𝝃 (m/s2) 

Sum of errors 

100 1329.65 

200 1072.50 

300 958.80 

400 917.21 

500 869.82 

1000 690.72 

2000 740.00 

 

Both the cross-section-based and cell by cell analyses implies that the simulation with 

𝜇 = 0.10 and ξ = 1000 m/s2 has the best performance among all the trials. The predicted 

flow parameters can be assessed in detail to study the runout process. 

The rheological parameters for the debris flow considered in this study were cali-

brated as ξ = 1000 m/s2 and 𝜇𝑓= 0.10. The results are in good agreement with the field 

observations of highly turbulent flow with large sized particles. Since there is no data 

of the actual flow velocity or the variation of flow parameters with respect to time, only 

the maximum values are compared with the difference between the pre and post DEMs. 
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The comparison of areas of cross sections along the flow path shows that the observed 

and predicted values are in good agreement with each other, except in the case of zone 

of accumulation. The simulations predict a sudden velocity drop at this section and a 

slight increase in the area of cross section. It should also be noted that after section 17-

17, at the zone of accumulation, the bed erosion is less than that of the predicted value 

The difference is cross-sectional area is the result of error in predicting the lateral spread 

of the flow. In the accumulation zone, deposition is more than erosion, however, the 

mechanism of deposition highly depends upon the water level in the river, which cannot 

be assessed correctly using the pre and post DEMs alone. Hence the deposition aspect 

is not discussed in this manuscript. 

The flow velocity, height, and depth of entrainment at each cell were calculated by 

DFS 2D and saved as a text file. When the induced shear stress exceeds the user defined 

critical shear stress, bed material is entrained from the cell. This has been checked for 

all cells other than those in the release area.  In this analysis, 1.50 kPa was considered 

as the critical shear stress for entrainment calculations. The bed entrainment values 

were less in sections with steep slope, even though the velocity values were higher 

(sections 1-1 to 8-8). When the slopes are less steep and flow occurs with higher veloc-

ity, the entrainment values are also higher (Fig. 7). The maximum value of entrainment 

predicted by the simulation is 7.5 m, which is in good agreement with the observed 

value of 7 m. The flow started with a release volume of 4790.2 m3 which got increased 

to 2,65,342 m3 at the end of simulation, due to the entrainment. The modelled value is 

much higher than the value estimated from field observations. This is accounted by the 

poor resolution of DEM used for the study.  

The flow velocity has the maximum value at the middle of cross sections. Towards 

the edges, the velocity decreases and ultimately the lateral spread of flow is controlled. 

The general trend of flow height, entrainment and velocity are comparable. At locations 

closer to crown, value of bed entrainment is higher than the maximum flow height, 

while it is the reverse at sections beyond 400 m from crown. 

 
Fig. 7. Peak values of velocity, height, and entrainment recorded along the runout path 
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Also, the flow began with very high velocity, which got decreased according to the 

changes in slope. At plane terrains, the entrainment depth and the velocity of flow are 

decreased. By using DFS 2D, we can calculate the flow height, velocity and bed en-

trainment of a debris flow at each cell and the results can be used to estimate the impact 

of flow and energy. The information can be made useful in quantitative risk assessment 

due to debris flows, and for designing suitable mitigation works. 

 

4 Conclusions 

A new debris flow simulation model (DFS 2D), which can consider multiple rheol-

ogies and can be used to model flows of varying particle sizes and moisture contents is 

proposed in this study. DFS 2D also considers the bulking of flow due to bed entrain-

ment, the effect of surface cover and moisture content of the flow. The interactive GUI 

of DFS 2D lets the user to input the DEM, release area, domain, and surface cover maps 

in ascii grid format along with the entrainment, soil, and rheological parameters. The 

model stores the flow height, velocity, and entrainment values in all cells for each time 

step. 

The applicability of DFS 2D was assessed using the data from a major debris flow 

event happened in China on 13th August 2010. Two different approaches were imple-

mented for calibration, one by considering multiple cross-sectional areas along the flow 

path, and one by comparing the absolute error of elevation change in each grid cell. The 

investigation proved that DFS 2D predicted the flow parameters using Voellmy-Salm 

rheology satisfactorily. The rheological parameters were calibrated as ξ = 1000 m/s2 

and 𝜇𝑓 = 0.10.  

The model proves to be a suitable tool to study the runout of debris flows and quan-

titative risk assessment. It can also be used for calibrating the rheological and entrain-

ment parameters for any region, which can aid in predicting the runout paths of proba-

ble failures in the future. 
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